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ABSTRACT
In recent years, methods based on computer vision and deep learn-
ing become the mainstream approaches in fire detection. However,
the expensive computation cost of 3D convolutional neutral net-
work (CNN) is unbearable and it is difficult for them to capture the
fire regions of videos in time. In this paper, we design a module
named channel shuffle module (CSM) based on 2D CNN to keep
the balance between computation cost and accuracy. By fusing
RGB frame and differential frame, CSM improves the ability of 2D
CNN in temporal information extraction which much less cost than
methods based on 3D CNN. Four different structures of CSM are
proposed and we choose the best one by experiment results. Also,
experiments prove that the performances of TSN and TSM are im-
proved with CSM in sequence classification. The accuracy of TSM
with CSM is 99.2045%, false positive rate reaches 0.7890% and false
negative rate reaches 0.4530%, which demonstrates the efficiency
of CSM in temporal feature modeling.
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1 INTRODUCTION
Fire is a great threat to public safety and social development, it
often occurred in indoor places like residential buildings, enter-
prises and commercial centers. For a long a time, people have been
relying on a variety of sensor equipment for indoor fire recognition.
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However, the small monitoring range and high maintenance cost
are unacceptable. In recent years, with the rapid development of
computer vision, the method based on deep learning provides a
new solution for fire recognition. The process of fire recognition
can be viewed as the classification for fixed length video sequences.
It is easy to achieve the balance between accuracy and efficiency
by using deep learning models.
There are mainly two solutions for video sequence classification:
deep networks based on 3D convolutional neural network (CNN)
and deep networks based on improved 2D convolutional neural net-
work (CNN). Conventional 2D CNNs achieve excellent performance
on the classification of individual frames. However, the biggest dif-
ference between video sequence frames and single frame is that
video sequence frames are rich in temporal information. Traditional
2D CNNs cannot model the temporal information since all the pa-
rameters are used to model the spatial information, but 3D CNNs
can make up for it. Tran et al. [1] expanded 2D convolution layer to
3D convolution based on VGG models named C3D. This network
can learn the spatial and temporal information simultaneously from
video sequence. Carreira and Zisserman [2] proposed I3D which
inflate 2D filters and pooling kernels into 3D, so the network can
extract spatio-temporal features. P3D [3] chooses to decompose
3D convolution operation into 1x3x3 2D convolution operation on
spatial domain and 3x1x1 2D convolution operation on temporal
convolution. Feichtenhofer et al. [4] presented SlowFast network.
This network has two streams: Slow pathway and Fast pathway,
which are used to capture spatial semantics and temporal semantics
separately.
Although 3D CNNs perform well on the accuracy of the video
sequence recognition, the heavy computation makes them difficult
to meet the requirement of real-time recognition and judgement. So
there have been various attempts to make 2D CNNs have the ability
to extractmore temporal information [5–7].Wang et al. [8] designed
TSN for action recognition in video. TSN uses sparse sampling
strategy over long-range video sequence and extract aggregated
features on sampled frames by 2D CNN. Zhou et al. [9] proposed
TRN to strengthen the capacity to reason the temporal relations
between frames. Lin et al. [10] presented a module named TSM to
help 2D CNNs to perform as well as 3D CNNs with a little price. It
can extract effective information of neighboring frames by shifting
channels. ECO [11] uses long-term content already computed in
the network to improve the performance of 2D CNNs on action
recognition. In addition, some works [12–14] choose to mix the 2D
and 3D convolution to capture useful information among the video
sequence frames.
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In this paper, we present a pre-processing method to enhance the
temporal information of input image by inserting the Channel
Shuffle Module (CSM) before the network. Since the huge param-
eters and calculation makes 3D CNNs hard to be applied, TSN
and TSM are chosen as the base model for fire recognition algo-
rithm. However, these base models often miss tiny fire objects in
video sequences due to the lack of temporal features. CSM uses the
composed frame fused by raw frame and differential frame from
neighboring frames to increase the dynamic information for input
images. CMS can be designed in 4 ways and the experiments will
be conducted on these different structures.
The remaining parts of the paper are organized as follows. Section II
will briefly introduce the frameworks of TSN and TSM. The design
of CSMwill be explained in section III. Experiments and the analysis
of results are discussed in section IV. The conclusion is given in
section V.

2 RELATEDWORK
2.1 Temporal Segment Network (TSN)
Before the TSN was put forward, two-stream CNN was selected
as the general solution for video sequence classification algorithm
based on 2D CNN. One way in two-stream CNN is used to extract
spatial feature from RGB images, and the other way is used to
extract temporal feature from optical flow images or RGB differ-
ential images. But it can only capture short-term information in
temporal domain from neighboring frames. In order to solve the
problem mentioned above, TSN adopts sparse sampling strategy
and segmental consensus function to enable the network to model
the dynamic information over video sequence.
For fire recognition algorithm, if one of the frames in sampled se-
quence is judged to contain fire region, the whole sequence should
be predicted to belong to the class of fire with higher probabil-
ity. Therefore, we choose weighted averaging as the aggregation
function. Weighted averaging function is derived as:∑K

j=1
ωi j = 1 (1)

ωi j = Ci
(
Fj
) (∑K

m=1
Ci (Fm )

)−1
(2)

where ωi j is the weight of score for input frame Fj in class i. The
higher score should be given greater weight to ensure that it can
contribute more to the final prediction in current category. It is
beneficial for the network to determine the correct class over the
video sequence with part of snippets containing fire.

3 OUR METHOD
3.1 Channel Shuffle Module (CSM)
The size of filter determines that 2D CNNs cannot extract temporal
feature from higher dimension. The efficient way to improve the
performance of 2D CNNs on video sequence classification is to stack
the temporal information on one of the dimensions in images. Since
the RGB images are rich in spatial feature and differential images are
rich in temporal feature, if two kinds of images can be fused in some
way, the new image will contain spatial and temporal information
simultaneously. Inspired by this point, we proposed CSM as the pre-
processing method to enhance the dynamic information of input

images. The structure of CSM combined with TSN is present in
Figure 1 (a) and the operation of CSM is illustrated in Figure 1 (b).
Concretely, the frame i in sampled sequence {F1, F2, ·s, Fk } is Fi ,
the differential frame generated by frame i and frame i + 1 is Di .
Di can be computed in two ways. The first way is shown as:

R (Di ) = R (Fi+1) − R (Fi )
G (Di ) = G (Fi+1) −G (Fi )
B (Di ) = B (Fi+1) − B (Fi )

(3)

where R(·) represents the red component of image, G(·) and B(·)
represents the green and blue component separately. The differen-
tial frame is the result of the subtraction in corresponding channel
components for neighboring frames. The second way is defined as:

Di = дray (Fi+1) − дray (Fi ) (4)

where дray(·) represents gray processing for RGB image. The differ-
ential frame is computed by the subtraction between gray images
converted from neighboring frames.
The operation of CSM is to shuffle the RGB image and differential
image on the dimension of channel, so the fused image will contain
temporal features without the increase of dimension. It means that
we do not need to change the structure of current popular 2D CNNs
for video sequence recognition because the dynamic information is
added to the input images. Formally, the operation of CSM is:

Ni = Fi ⊙ Di (5)

where Ni is the fused image and ⊙ is the specific shuffle operation
in CSM. If more information from neighboring frames is added
to the input image, the capacity of network in temporal domain
modeling will be enhanced.
There are 4 approaches to shuffle the RGB image and differential
image for CMS, as is shown in Figure 2. Type I chooses to split
the RGB image and differential image in channel dimension. Both
are divided into three components: red, blue and green, so the
computation method of differential image is chosen as equation 3).
The red component of differential image is inserted between red
component and green component of RGB image. The blue and green
component of differential image are inserted in a similar way. In
Type II, the computation method of differential image is changed to
equation 4), so the size of channel dimension in differential image is
1. We extent the channel dimension to 3 by copying the differential
image and insert them like Type I. Type III and Type IV choose
to stack the differential image after the green dimension of RGB
image. The only difference of them is the computation method of
differential image: Type III uses equation 3) while Type IV uses
equation 4). The results of experiment for these 4 methods will be
present in next section.

4 EXPERIMENT
4.1 Datasets and Evaluation Methods
All the frame sequences in datasets are cropped from monitoring
video collected by ourselves. To increase the differences of pixel
value, we choose different sampling strategies for videos with dif-
ferent frame rates. Concretely, there are 2 kinds of frame rate for
monitoring video: 12 and 25, the sampling intervals are selected as
2 and 4 separately. The length of frame sequence is 32 and the size
of each image is 224×224. The methods of data enhancement like
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Figure 1: (a) The Structure of CSM Combined with TSN. (b)
The Operation of CSM.

Figure 2: The Operation of Channel Shuffle in CSM. (a) Type
I. (b) Type II. (c) Type III. (d) Type IV.

resizing, random cropping, horizontal clipping will be carried out
before the forward inference of the network.
The process of fire recognition can be converted to video sequence
classification. The frame sequences are divided into 2 categories:
sequences with fire region (positive samples) and sequences without
fire region (negative samples). There are 9600 positive samples and
11480 negative samples in training set, 2535 positive samples and
2870 negative samples in testing set. In over 15% positive samples,

Figure 3: (a) Positive Samples. (b) Negative Samples.

the area of fire region is less than 30 pixels. Part of positive samples
and negative samples are shown in Figure 3
In order to evaluate the performance of different networks on the
datasets, we adopt accuracy rate (AR), false positive rate (FPR) and
false negative rate (FNR) as evaluation criteria:

AR = (TP +TN )/(TP + FP +TN + FN ) (6)

FPR = FP/(FP +TN ) (7)
FNR = FN /(FN +TP) (8)

where TP means true positive. TN means true negative. FP means
false positive and FNmeans false negative. AR represents the perfor-
mance of network in correctly recognizing different objects. FNR is
used to evaluate the ability of network in capturing the sequences
with fire region while FPR is used to evaluate the ability in the
recognition of background objects. For fire recognition algorithm,
we hope the network has high value in AR and lower values in FPR
and FNR. Relatively speaking, FNR is more important than FPR in
fire recognition, since the loss of missing fire target is much higher
than false alarm in application.

4.2 Results
We design 4 structures for CSM to fuse the RGB image and differ-
ential image. The basic network is TSN and the backbone of it is
ResNet-50. Our results are shown in Table 1
As is shown in Table 1, all the structures of CSM achieve better
performance compared with TSN in RGB input on AR and FPR, but
FNR of CSM in Type I and Type II are lower than TSN in RGB input.
Only CSM in Type III and Type IV performs better than TSN in
RGB and differential input and CSM in Type III achieves the best
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Table 1: The Performance of CSM in Different Structures on Testing Set

Model AR FPR FNR

TSN(RGB) 94.97% 6.27% 3.94%
TSN(RGB+RGBdiff) 96.48% 4.26% 2.86%
TSN+CSM(Type I) 95.41% 4.54% 4.63%
TSN+CSM(Type II) 95.73% 4.46% 4.11%
TSN+CSM(Type III) 97.45% 2.92% 2.23%
TSN+CSM(Type IV) 96.67% 3.43% 3.24%

Table 2: The Performance of Different Models Equipped with CSM

Model AR FPR FNR

TSN(RGB) 94.97% 6.27% 3.94%
TSN+CSM(Type III) 97.45% 2.92% 2.23%

TSM(RGB) 98.76% 1.62% 0.91%
TSM+CSM(Type III) 99.20% 0.79% 0.45%

performance in all these criteria. The computation of CSM in Type
III is the same with other types. Also, the speed of TSN with CSM
in Type III in forward inference is 1.3 times that of TSN in RGB
input, while the speed of TSN with two-stream input in forward
inference is 3 times than the speed of TSN in single input. It proves
the effectiveness of our CSM with little extra computation. We
choose Type III as the structure of CSM in following experiments.
Table 2 shows the performance of TSN and TSM equipped without
and with CSM on all the criteria. The backbones of TSN and TSM
are both ResNet-50 and CSM is chosen in Type III.
The results in Table 2 prove that the performance of TSN and TSM
is much better in these criteria after equipping with CSM. CSM
enhances temporal modelling ability of raw networks further based
on their original performance. This makes us confirm that CSM has
the ability of generalization is strong when it is added to different
models.
In video test, we use FPN [15] as the basic model of detection
algorithm to capture the suspected fire regions in the full frame of
video. All the suspected regions will be classified by TSM with CSM
in Type III. The suspected region captured by FPN is marked by blue
bounding box and red number represents confidence probability.
The fire region confirmed by TSM with CSM is marked by green
bounding box and the size of green bounding box is 224×224. The
testing results of TSM with CSM on monitoring videos are present
in Figure 4. All the images on the top do not contain fire region
while images on the bottom are on the contrary in Figure 4. We can
find that TSMwith CSM can capture all the fire region in the frames
correctly even if the area of flame is very small, which proves the
effectiveness of CMS in fire recognition algorithm.

5 CONCLUSION
In this paper, a new module named CSM is proposed to improve
the performance of models on fire detection by enhancing temporal
modeling ability through fusing RGB image and differential image.
Four different structures are designed for CSM and we choose
the best one (Type III) from results of experiments. Then CSM in

Figure 4: The Testing Results of TSM with CSM on Monitor-
ing Videos Samples.

Type III is added to TSN and TSM, and experiments prove that the
performances of models in AR, FPR and FNR are improved. The
AR, FPR and FNR of TSM with CSM in Type III is 99.20%, 0.79%
and 0.45% separately. Also, video test is conducted to show the
performance of CSM on real surveillance videos. However, there is
much room for improvement on different evaluation criteria and
CSM does not utilize the information between frames from large
intervals. Therefore, the future work will focus on these points to
improve the capacity of models in temporal feature extraction.
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